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1. Non-stationarity – the Key Problem of Dynamic Modeling  
 The non-stationarity of economic processes should be treated as the key 
problem of dynamic modeling. Three main approaches to non-stationarity may 
be distinguished: (1) classical decomposition, (2) integrated processes approach, 
(3) new decomposition of economic processes as an agreement of trend statio-
narity versus difference stationarity debate.  
 (1) Till the early seventies of the 20th century the classical decomposition of 
economic processes was dominated, i.e. Yt = Pt + St + Ct + ηt, where Pt – a de-
terministic trend component, St – a deterministic seasonal component, Ct – de-
terministic business cycle fluctuations, ηt – a stochastic component which is as-
sumed to be stationary. This decomposition assumes that an economic process 
is non-stationary in mean. In other words, fluctuations of deterministic time 
function are stationary what matched the prevailing view amongst economists 
that fluctuations (including business cycle) around deterministic function of 
time variable are transitory. To eliminate non-stationarity in mean the function 
of time into the model for levels was introduced or it was subtracted from a giv-
en process. Only rarely the transformation of process to its differences or 
growth rates was used. As a consequence the prevailing strategy in dynamic 
modeling was “always take levels” (or deviations from deterministic trend), if 
economic processes were non-stationary.   
 (2) Since three seminal works, i.e. the publication by Box and Jenkins 
(1976) which brought the ARIMA modeling into general use, the paper by 
Granger and Newbold (1974) focusing on the danger of spurious regression for 
non-stationary processes and mainly paper by Nelson and Plosser (1982) refer-
ring to distinguishing the type of non-stationarity for macroeconomic processes, 
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the alternative decomposition of non-stationary processes was preferred, i.e.   
Yt = μt + γt + ξt + ηt, where μt – stochastic trend component, γt – stochastic sea-
sonal component, ξt – stationary stochastic component. This decomposition as-
sumes that an economic process is non-stationary in variance, which means that 
random shocks have a permanent effect on the system, i.e. there is no tendency 
for future values of a process to revert to a trend line (a fall of process today 
brings about that forecasts will fall in the indefinite future). The non-stationarity 
in variance was eliminated by calculating the first differences (or in general dif-
ferences of d-order). As a result the prevailing strategy in dynamic modelling 
was “always take differences” if economic processes were non-stationary1. 
Since that time the non-stationarity of economic processes started to be auto-
matically referred only to non-stationarity in variance2. 
 (3) In eighties and first half of nineties of the 20th century the lengthy and 
vast debate on the trend stationarity versus difference stationarity took place. At 
the early stage of that debate the hypothesis of difference stationarity outper-
formed those of trend stationarity. In favour of the former hypothesis spoke the 
more serious effects of underdifferencing than effects of overdifferencing on 
estimation and statistical inference and low power of unit root tests which too 
often did not reject the hypothesis of difference stationarity. At the later stage of 
that debate some balance between trend stationarity and difference stationarity 
hypothesis was obtained what resulted from the acceptance of different proper-
ties of trend stationary processes and difference stationary processes (in terms 
of mean, variance, autocorrelation function, mean reverting property and persis-
tence) and general agreement that economic processes can be non-stationary as 
well in mean as in variance. Therefore since second half of nineties of the 20th 
century after the debate on the trend stationarity versus difference stationarity 
(none of approaches gained an advantage) a new decomposition started to be 
dominating, i.e. tttttttt CSPY ηξγμ ++++++= .This decomposition includes 
the wide class of non-stationary processes (as well in mean, e.g. production, in-
come, sale, as in variance, e.g. exchange rates, stock indexes).  
 From that debate resulted some suggestions for econometric modeling. The 
distinction of trend stationary or difference stationary processes is important  
especially with regard to economic forecasting because each type of non-
stationarity can assume quite different dynamics and hence different forecasts. 
The unit root tests can be useful as a diagnostic tool in model specification for 
forecasting purposes when the point is not to find the “true” model but to find 

                                                 
1 This was suggested by the results of unit root tests which have a low power and 

therefore preferred the null of non-stationarity in variance. It should be clearly empha-
sized that difference between strategies “always take levels” and “always difference” 
does not only refer to the way of removal of non-stationarity but is much deeper and re-
fers to the economic interpretation (Piłatowska, 2003).  

2 It is apparent especially in Polish textbooks in econometrics.  
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the model which gives more accurate forecasts. And finally the main purpose in 
econometric modeling is not the choice between the strategy: “always take lev-
els” (TS) or “always difference” (DS), but rather to build the dynamic model 
which has the required properties. The latter is obtained when the model satis-
fies the congruence postulate.   
 The purpose of the paper is to overview the different approaches to dynamic 
econometric modeling satisfying the congruence postulate which was intro-
duced by Granger (1981).  

2. The Congruence Postulate in Different Approaches to Dynamic 
Modeling  

 The idea of congruence was introduced by Granger (1981) and it was firstly 
outlined in the context of frequency domain. In the time frequency (in a linear 
model) this postulate says that if dependent variable Yt has some dominant fea-
tures (strong autocorrelation, seasonality, trend in mean or in variance) then the 
explanatory variables Xt have to contain similar features to explain Yt and to sa-
tisfy a condition for the model to be satisfactory3. The model satisfying this 
condition is called balanced (Granger, 1992). In the case of unbalanced model 
the dominant features of dependent process not explained by dominant features 
of explanatory processes will have to appear in the residual, which will then 
have undesirable features for estimation and inference.  
 In different approaches to dynamic modeling the congruence postulate is 
realized in different way and what is worth noticing the reference to this post-
ulate is not always explicitly.  
 To approaches realizing the congruence postulate belong: (1) the concept of 
congruent modeling according to Zieliński (1984), (2) general to specific mod-
eling according to Hendry (2000), (3) cointegration and error correction model 
(Engle, Granger, 1987), (4) the VAR modeling (Sims, 1980).  

The Concept of Congruent Modeling According to Zieliński  

 The idea of congruence outlined by Granger was the starting point to devel-
op the concept of dynamic congruent model in time domain by Zieliński (1984). 
A model is congruent according to Zieliński if the harmonic structure of depen-
dent process Yt is the same as the harmonic structure of explanatory processes 
Xit (i=1,2,…,k) and the residual process. The model for white noises of given 
processes Yt and Xit, i.e.  

t
k

i xiy itt
εερε +=∑ =1

, (1)  

                                                 
3 Such defined congruence postulate can be extended into conditional variances 

(Fiszeder, 2006). 
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is congruent because the harmonic structure of 
tyε  and harmonic structure of  

itxε are identical. Hence the residual process has white noise properties.  

The model (1) is a starting point to build the congruent model for observed 
processes Yt and Xit. First step to do it is to specify the dominant features (inter-
nal structure) of given processes. It is realized by building time series models: 
trend/seasonality models, autoregressive models  

,
ttt yyyt SPY η++=       ,)(

tt yyuB εη =  (2) 

,
ititit xxxit SPX η++=   ,)(

itit xxi uA εη = , , ,2 ,1 ki K=  (3) 

where 
tyP , 

itxP  denote polynomial functions of time variable t, 
tyS , 

itxS  – sea-
sonal components (constant or changing fluctuation amplitude), 

tyη , 
itxη  – sta-

tionary autoregressive processes for Yt and Xit respectively, B(u), Ai(u) – autore-
gressive backshift operators with all roots lying outside the unit circle, 

tyε , 
itxε

– white noises of respective processes.   
In the next step, substituting for 

tyε  and 
itxε in (1) from models (2) and (3) the 

starting specification4 of congruent model is obtained:  

,)()(
1

*
ttt

k

i
itit SPXuAYuB ε+++= ∑
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It should be noticed that the residual process in the model (5) is the same as in 
model (3). This means the congruence condition of dominant features (internal 
structures) of both side of equation is satisfied. To check the congruence the 
misspecification tests for white noise errors, conditionally homoscedastic errors, 
normally distributed errors, unconditionally homoscedastic errors, constant pa-
rameters are conducted for starting and final model. The specification of model 
(5) includes four components: lagged dependent process, current and lagged ex-
planatory processes, trend/seasonality component Pt + St and residual process, 

                                                 
4 The estimated initial specification of model (5) has in general excessive insignifi-

cant variables which are eliminated by selection methods and at the very end the final 
congruent model, reduced to significant variables, is obtained. The concept of congruent 
modelling can be applied to the case of non-stationarity in mean and in variance.   
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each having a different meaning. Lagged dependent processes should be inter-
preted as substitute elements which appear in model if: (a) important explanato-
ry variables are omitted, (b) the dependence of Yt on Xt for different frequency 
components is not the same, i.e. regression parameter of Yt on Xt for low fre-
quencies components is different than those for high frequencies components. 
Current and lagged explanatory processes are treated as economic factors (with 
causal interpretation), but some of them play the role of substitute factors for 
omitted variables what leads to the model being balanced. The inclusion of 
trend/seasonality component to model means that from each process the non-
stationarity in mean was eliminated and therefore parameters sβ  and *

isα  refer 
to the dependence on stationary level.  

General to Specific Modeling According to Hendry  

 In general to specific modeling an empirical model is congruent if it parsi-
moniously encompasses the local DGP (i.e. the generating process in the space 
of the variables under analysis) and achieves the pre-assigned criteria: white 
noise errors, conditionally homoscedastic errors, normally distributed errors, 
unconditionally homoscedastic errors, constant parameters (see Mizon, 1995; 
Bontemps and Mizon, 2001).  
 The empirical analysis commences from the formulation of general unre-
stricted model GUM, (Hendry, 2000), taking similar form as in the concept of 
congruent model according to Zieliński (model (5)), which after testing for 
misspecifications and if none is apparent, is simplified to parsimonious congru-
ent model, each simplification step being checked by diagnostic testing. 
 The difference in formulation of initial model specification in general to 
specific modeling and the concept of dynamic congruent model (according to 
Zieliński) consists in different approach to the recognition of internal structure 
of given processes. In general to specific modeling usually the linear trend is 
introduced to eliminate a potential non-stationarity in mean, and the lags are set 
as a maximal lag length according to available evidence (number of observa-
tions and variables), the same for all variables in question, to maintain the con-
gruence. While in the dynamic congruent model (according to Zieliński) the ini-
tial model specification is established through the recognition of dominant fea-
tures (internal structure) separately for given processes. As a result the lag 
length for different processes (dependent and explanatory) is not the same, and 
also the degree of polynomial trend may be higher than one.  
 The next difference in both approaches refers to the selection rules with re-
gard to insignificant variables. In the concept of dynamic congruent model (ac-
cording to Zieliński) the iterative selection method (a posteriori) is preferred, 
while in general to specific modeling – the automatic selection procedure, 
PcGets (Hendry, Krolzig, 1999). This procedure consists in eliminating insigni-
ficant variables by selection tests, both in blocks and individually. Moreover 
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many reduction paths are searched to prevent the algorithm from becoming 
stuck in a sequence that inadvertently eliminates a variable that matters, and 
thereby retains other variables as proxies. If several models satisfying the con-
gruence postulate are selected, encompassing tests and model selection criteria 
resolve the choice.  

Cointegration – Error Correction Model  

 The cointegration idea formulated by Engle, Granger (1987) assumes that a 
combination of processes nonstationary in variance, each integrated of order 
one, I(1) and trend in mean is not apparent, is stationary, i.e. integrated of zero 
order5, I(0).  This means that exists k-dimensional vector θ  such that a linear 
combination ,ttt XYZ θ ′−=  where tX  – k-dimensional vector of explanatory 
processes, is stationary. Cointegrating vector θ  eliminates a stochastic trend 
(non-stationarity in variance) and at the same time it is a vector measuring rela-
tionship between Yt and Xit on stationary level.  
 The relationship for cointegrated processes can be expressed in the form of 
error correction model (Engle, Granger, 1987): 

,)(
1 1,1

1 0
,

1
t

k

i tiit

k

i

q

j
jtiij

p

j
jtjt XYXYY

i

ηθδβα +−+Δ+Δ=Δ ∑∑∑∑ = −−
= =

−
=

−  (6) 

where ∑ = −−− −=
k

i tiitt XYEC
1 1,11 θ  is stationary error correction term 

representing the deviation of Yt from the long-run equilibrium6. The error cor-
rection coefficient δ  measures the speed of convergence to equilibrium. Para-
meters θi are long-run coefficients for the response of Yt to a unit change in Xit . 
The remaining coefficients αj and βij relate to the short-run dynamics of the 
model’s convergence to equilibrium.   
 In fact model (6) satisfies the congruence postulate, however it is realized in 
different way than in previous approaches. The error correction model is built 
for first differences, i.e. for processes transformed by the difference filter which 
eliminates wide band of low frequencies referring to long-run components and 
as a result it eliminates non-stationarity in variance, but also in mean. Therefore 
coefficients βij are the measure of relationship for stationary differences of 
processes. Into model (6) the lagged differences of dependent variable and ex-
planatory variables and also error correction term ECt-1 are necessary to be in-
                                                 

5 The first note concerning the cointegration appeared earlier in Granger (1981), in 
which the idea of congruence postulate was outlined.   

6 It should be remembered that despite the stationarity of linear combination of non-
stationary processes still exists the danger of spurious regression effects because of the 
omission of autoregressive structure of Yt and Xit in cointegrating relation. See results of 
simulation with regard to spurious regression for independent and dependent autore-
gressive processes, e.g. Granger, Hung, Jeon (1998); Piłatowska (2003).  
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cluded, otherwise the autocorrelation of residuals will appear as a result of ap-
plying the difference filter.  Hence the error correction term not only measures 
the speed of convergence to equilibrium but also enables to maintain the con-
gruence of model.  

The VAR Modeling  

The vector autoregregression model VAR(p) has the form:  
,2211 tptkttt YAYAYAY ε++++= −−− K  (7)  

where Yt is an K x 1 vector of jointly determined variables,  the Ai are fixed 
(K x K) coefficient matrixes of coefficients, εt is K-dimensional white noise, 
that is, E(εt) = 0, Σ=′)( ttE εε , for all t, 0)( =′stE εε  for t ≠ s. The covariance 
matrix Σ  is assumed to be nonsingular if not otherwise stated.  
 The model (7) can be extended by the deterministic term, A0Dt  (intercept, 
deterministic trend, seasonal dummies), where Dt denotes a vector of determi-
nistic variables, A0 – a coefficient matrix. In such a way the non-stationarity in 
mean can be taken into account. In the case of non-stationarity in variance the 
model (7) is written for differences of variables in interest. Some explanatory 
variables can also be added into model (7). In the case of cointegration the VAR 
model is a starting point to build vector error correction model, VECM.  
 The VAR model with deterministic term realizes the congruence postulate 
by aiming at such a model specification that the residual process has required 
properties. The number of lags  in the VAR model results from the setting of 
maximal lag length according to available evidence (number of observations 
and variables) which further is reduced by the means of appropriate tests. While 
in the multivariate congruent model (according to Zieliński) the number of lags 
is separately established by the detection of autoregression order for all va-
riables in interest. Moreover the multivariate congruent model enables to con-
temporaneous relationships among variables, while the VAR does not give such 
possibility.  

3. Final Remarks  
The congruence postulate, aimed at building the model which takes into account 
the dominant features of endogenous and explanatory processes, is an idea 
which links all presented concepts of econometric modeling. The attractiveness 
of this idea consists in benefits resulting for the estimation and statistical infer-
ence (e.g. avoiding the danger of spurious regression) and for forecasting be-
cause the models satisfying the congruence postulate give in general better fore-
casts. However it should be emphasized that the models will differ with regard 
to economic interpretation and forecasting behaviour, especially models for lev-
els and models for differences. Hence the idea of congruence does not solve the 
dichotomy between model selection and forecasting – it still remains. Therefore 
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it is sensible to accept the coexistence of models with different specification 
rather than search for the only one true model. 
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